DEVELOPMENT OF OPTIMAL SVM MODEL FOR WEAR RATE PREDICTION
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ABSTRACT
This paper shows the analysis of using different kernel function for development of optimal Support Vector Machine (SVM) model which could be applied for prediction of wear rate of casting parts. Development of SVM model is designed with the three kernel functions: Radial Basis Kernel Function (RBF), Exponential Radial Basis Kernel Function (ERBF) and Polynomial Kernel Function (POLY). For the development of Improved Support Vector Machine (ISVM) model mixture of kernels RBF+POLY from the real operating conditions. In order to select the optimal model the statistical indicators for all models are presented. Results show that the ISVM using ERBF+POLY mixed kernel function show the best results for the practical purposes. The proposed ISVM model with a mixture of kernels is able to accurately predict the wear rate of casting parts.
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1. INTRODUCTION
SVM is based on statistical learning theory and is a new achievement in the field of data-driven modelling and has been successfully implemented in classification, regression and function estimation [1]. The concept underlying this algorithm is that of observing the relationships that are valid for a finite set of data. By identifying and learning these relationships, SVM acquires the characteristic of generalization, which means that the algorithm will be able to perform predictions for a new data set generated by the same source. Recently, SVM has been widely used to solve various problems in almost all scientific disciplines [2-7].

SVM requires a database that consists of a finite number of data pairs. In this study, the input database consists of the technological properties of flotation balls and measured wear rate data in the milling process. A database obtained by experimental measurement of the wear rate, served in algorithm training. There is no simple and general deterministic functional relationship between the input characteristics of the balls and wear. For determination of these relationships a statistical learning theory is used. Thus, a great number of functions that are based on the SVM algorithm are developed. A trained algorithm is used for estimating the wear rate of floatation balls with new chemical compositions and mechanical characteristics. For the prediction of the flotation balls’ wear rate in the process of copper ore milling, the input data are the balls hardness (HRC) and chemical composition and the output data are the balls wear rate during the milling process. In this paper, a developed SVM and ISVM models are used for defining the optimum chromium content, for a known composition of other chemical elements, which will reduce floatation balls’ wear rates to a minimum.

2. DEVELOPMENT OF SVM AND ISVM MODELS
Relationships between the observed data in real situations are often nonlinear. The main strategy of kernel techniques is mapping from the original space, into space where models can be identified as linear relationships. After data mapping in an appropriately selected characteristic space, standard
algorithms for the analysis of models that are based on linear algebra, geometry and statistics were applied. In the process of data preparation, appropriate kernel functions were used, and combined with various other algorithms, to solve a wide range of set problems.

In this study, the SVM regression function and appropriate learning SVR algorithm are used for analysis. The SVR algorithm consists of two phases: the training (off-line) phase, and the test (online) phase. Experimental results are used for development of the SVM and ISVM models. ISVM is an improved SVM method which processes data from the database by two functions connected by the appropriate relations. In order to determine the advantages of applying SVM or ISVM methods in the development of machine learning models, 50 sets of data, each with 57 experimental results (40 for training and 17 for test), were randomly generated from the given database using MATLAB software system. Results for assessing the advantages of the application of SVM or ISVM developed model were obtained during each iteration (50 iterations in total).

In the training phase of all iterations, the algorithm has input data, as well as appropriate output data, that represent the measured values of the wear rate. Based on these data, the SVR algorithm sets the parameters of the regression function, in order to model an appropriate set of data in the best possible way. After optimization of the parameters in the training phase through all iteration of the test phase, the trained SVR function regression was used to predict the level of wear floating balls for the results obtained by measuring and provided by the database for the test phase. The process of development and verification of the SVM and ISVM models performance is simulated in the MATLAB software package using functions svdatanorm, svr and svroutput.

Development of SVM model is designed concurrently with the three kernel functions: Radial Basis Kernel Function (RBF), Exponential Radial Basis Kernel Function (ERBF) and Polynomial Kernel Function (POLY). For all used kernel function at each iteration the average error $\Delta$, absolute mean error $|\Delta|$, standard deviation $\sigma$ and root mean square error $\text{rms}$ are determined. The statistical indicators for all 50 iterations of SVM model are given in Table 1.

| Function | $\Delta$ | $|\Delta|$ | $\sigma$ | $\text{rms}$ |
|----------|----------|----------|----------|----------|
|          | Min      | Max      | AVG      | Min      | Max      | AVG      | Min      | Max      |
| POLY     | 0.0202   | -0.0865  | 0.0103   | 0.0225   | 0.0865   | 0.0425   | 0.0308   | 0.0675   | 0.0548   | 0.0368   | 0.1097   |
| RBF      | 0.0181   | -0.0038  | 0.0133   | 0.0210   | 0.0660   | 0.0365   | 0.0258   | 0.0836   | 0.0493   | 0.0315   | 0.0836   |
| ERBF*    | 0.0013   | -0.00015 | 0.0083   | 0.0161   | 0.0647   | 0.0340   | 0.0204   | 0.0832   | 0.0470   | 0.0204   | 0.0832   |

* The best results are highlighted in bold

For the development of ISVM model RBF and ERBF as local functions are used, and POLY function as a global function [8]. The statistical indicators of ISVM model are given in Table 2.
The best results were obtained for SVM with an ERBF function. Satisfactory results were obtained in eight cases with ERBF+POLY kernel function. Results of ISVM model show that the best results are achieved by using ERBF function for most iteration. Given the above, it can be concluded that the best results were obtained for SVM with an ERBF kernel function. Results of ISVM model show satisfactory statistical indicators for mixture of kernels ERBF+POLY. Figure 1 shows the rms values for each iteration for all used ISVM kernel functions. The best results are achieved by using ERBF function for most iteration. Analyzing the results of each iteration, 32nd and 42nd iterations were separated and marked in Figure 1, as points a and b. Point a is obtained with ERBF+POLY kernel function ($\rho=0.6$) with better results than the ones obtained with ERBF function. However, the point of which is obtained with the ERBF+POLY kernel function presents the results which are distinctly worse than the ones obtained with ERBF function.

The analysis of training and test data showed that during data processing the extrapolation was performed in some cases (some data in the test phase are beyond the limits of the training data). Satisfactory results were obtained in eight cases with ERBF+POLY ($\rho=0.6$) function of ISVM model.

Table 2. The statistical indicators of ISVM model.

| Function | $\rho$ | $|\Delta|$ | $\sigma$ | $\text{rms}$ |
|----------|--------|-------------|----------|-------------|
|          | Min    | Max         | Avg      | Min         | Max         | Avg      | Min    | Max    |
| RBF + POLY* | 0.0181 | -0.0038     | 0.0133   | 0.0210      | 0.0660      | 0.0365   | 0.0258 | 0.0836 | 0.0493 | 0.0315 | 0.0833 |
| ERBF + POLY | 0.0014 | -0.0010     | 0.0078   | 0.0164      | 0.0679      | 0.0347   | 0.0206 | 0.0826 | 0.0477 | 0.0207 | 0.0833 |

*The best results are highlighted in bold; $\rho = 0 + 1$ - scalar value; $\rho = 0$ for ERBF or RBF function, $\rho = 1$ for POLY function;

3. RESULTS AND DISCUSSION

Given the above, it can be concluded that the best results were obtained for SVM with an ERBF kernel function. Results of ISVM model show satisfactory statistical indicators for mixture of kernels ERBF+POLY. Figure 1 shows the rms values for each iteration for all used ISVM kernel functions. The best results are achieved by using ERBF function for most iteration. Analyzing the results of each iteration, 32nd and 42nd iterations were separated and marked in Figure 1, as points a and b. Point a is obtained with ERBF+POLY kernel function ($\rho=0.6$) with better results than the ones obtained with ERBF function. However, the point of which is obtained with the ERBF+POLY kernel function presents the results which are distinctly worse than the ones obtained with ERBF function.

The analysis of training and test data showed that during data processing the extrapolation was performed in some cases (some data in the test phase are beyond the limits of the training data). Satisfactory results were obtained in eight cases with ERBF+POLY ($\rho=0.6$) function of ISVM model.
4. CONCLUSIONS

In this study, the predictive performance of SVM using three standard kernel functions (RBF, ERBF and POLY) was compared with ISVM using two mixed kernel function (RBF+POLY, ERBF+POLY). The statistical indicators of the SVM model show the best results are achieved using ERBF kernel function, and in ISVM using the ERBF+POLY mixed kernel function. Generally, it has been found that ISVM using ERBF+POLY (ρ=0.6) mixed kernel function show better results for the practical purposes, because the extrapolation is often used for processing of industrial process data.
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